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Abstract: Voltage disturbances are the most frequent cause of a large range of disruption in industrial, 
commercial, and residential power supply systems. These disturbances are often referred to 
as power quality problems and affect the Power Systems causing substantial losses. To avoid 
the storage of a large amount of data, the first task in monitoring the power quality is the real-
time detection of disturbances, which must be performed by an accurate and low-complexity 
system. This paper proposes a low-complexity system for power quality disturbance detection. 
The method makes innovative use of simple features extracted from reduced segments of the 
monitored voltage waveform. The extract features (the mean value, variance, energy, and the 
maximum and minimum values of the filtered voltage signals) require low computational 
effort and allow a considerable dimensional reduction of the signals, leading to simple 
detection algorithms. The proposed method achieves high detection rates on both simulated 
and real signals.

Index terms: MLP, Naïve-Bayes, Computational Intelligence.

Received: November, 06, 2020 - Accepted: April, 20, 2021

INTRODUCTION

Power Quality (PQ) has emerged as an 
important research field in recent years and the 
main reasons are: (i) the need to define indices 
and measures to quantify the quality of the 
energy delivered; (ii) the wide use of power 
electronic devices, which are the most important 
cause of poor PQ; (iii) the need to localize the 
disturbance sources and (iv) a large amount 
of PQ data recorded that demands automatic 
detection (Ribeiro et al., 2013). In this context, 
PQ monitoring is required and one of the main 
reasons is to ensure the availability of power to 
the customers.

In general terms, the PQ monitoring systems 
comprise data acquisition, data pre-processing, 
and data visualization phases. The first step is 

to measure voltages, to detect real-time voltage 
disturbances at the Point of Common Coupling 
(Ribeiro et al., 2013). 

Various methods have been proposed in 
the literature for the disturbance detection 
and the most used techniques are based 
on wavelet transform (WT) (Caujolle et al., 
2010; Lin et al., 2008; Moravej et al., 2011; 
Yang and Liao, 2001). However, the results 
obtained with WT can be seriously affected 
by system noise, and generally, have high-
computational complexity (Yang and Liao, 
2001). The method reported by Thakur and 
Singh (2013) focused on sag detection and 
magnitude quantification by using a hybrid 
concept based on the RMS (Root Mean 
Square) and peak voltage features. Other 
methods that should be mentioned include the 
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S-transform (Ferreira et al., 2015), the Hilbert 
transform (Chun-Ling et al., 2009), support 
vector machines (Marques et al., 2011) and 
principal curves (Ferreira et al., 2013; Ferreira 
et al., 2015). Each of these techniques has 
advantages and disadvantages.

To design automatic disturbance detection 
systems in Power Systems, an important aspect 
that must be considered is the computational cost. 
For real-time applications, low computational 
cost techniques are preferred. With this purpose, 
sophisticated techniques have recently been 
proposed (Ferreira et al., 2013; Ferreira et al., 
2015; Marques et al., 2011; Radil et al., 2008). The 
aim of these detection techniques is to provide 
a real-time and source reliable detection for 
a variety of disturbances so that disturbance 
classification and source identification can be 
both achieved.

MATERIAL AND METHODS

This paper proposes a low-computational 
complexity method for PQ disturbance 
detection. The method makes innovative use 
of simple features, which have a good capacity 
to distinguish between disturbance and non-
disturbance conditions. These features are 
extracted from short segments of the filtered 
voltage waveform and comprise the mean 
value, variance, energy, and the maximum 
and minimum values. For the detection task, 
the Bayesian Classifier and the Multilayer 
Perceptron (MLP) are comparatively evaluated 
on both simulated and real signals.

The paper is organized as follows. The next 
section presents the PQ disturbance detection 
formulation. The proposed method is described 
in Section 3. Section 4 presents the results and 
discussions and conclusions are derived in 
Section 5.

PQ Disturbance detection

The discrete version of the monitored voltage 
signal can be segmented into non-overlapping 
frames of N samples, which are expressed 
as an additive contribution of several types 
of phenomena (Ribeiro and Pereira, 2007) as 
formulated in Equation (1).

(1)

where n = 0, ..., N – 1, fs is the sampling frequency, 
the sequences f[n], h[n], i[n], t[n] and r[n] are the 
fundamental component, harmonics, interharmonics, 
transient and background noise, respectively.

Considering the vector v = [v[n] ... v[n – N – 1]]T 
built from samples of the signal v[n], the detection 
problem can be formulated as a hypothesis test 
problem, represented in Equation (2).

 /v[n]=v(t)| f[n] + h[n] + i[n] + t[n] + r[n],:=
st n f

(2) 
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where i = [i[n]... i[n – N – 1]]T, t = [t[n]... t[n – N – 1]]
T, h = [h[n]... h[n – N – 1]]T, r = [r[n]... r[n – N – 1]]
T. The vector  represents a sudden variation in the 
fundamental component. 

The hypothesis H0 is related to the nominal 
operation and the hypothesis H1 is associated 
with abnormal conditions. Note that in this 
stage, the PQ disturbance detection problem is 
viewed as a classification problem of two classes, 
disturbance, and no disturbance.

Method description

This section describes the details of the steps 
required to design the proposed low-complexity 
power quality disturbance detection.

Database

The proposed method was designed using 
simulated signals and tested using both 
simulated and real signals.

The simulated events were generated following 
the IEEE standards (IEEE, 2009), with a sampling 
frequency equals to 256 samples per cycle of the 
fundamental component (fs = 15.360 Hz) and SNR 
(signal-to-noise ratio) equals to 30 dB.

For detection purposes, there are two quite 
different points of view. The first is to determine 
whether disturbances exist or not within the 
processed frame, and the action required is not 
control or protection, but merely the acquisition 
of the frame and processing (classification and 
analysis of the disturbances). In this case, the 
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frame size is not so important because there is 
no immediate or real-time action. However, 
by assuming a protection application, where 
a disturbance is detected and identified, the 
immediate action required is to isolate the system 
or part of it as quickly as possible. In such a case, 
the use of a reduced processing frame makes the 
method more appropriate (Ribeiro et al., 2013).

To evaluate the performance of the proposed 
method for reduced segments of the monitored 
voltage signal, segments of the voltage signal 
are used in the range 16-256 samples, the last 
corresponding to one cycle of the fundamental 
component. For each segment size, 110 events 
were generated for each isolated disturbance. 
The classes of disturbance considered here were 
voltage sags, voltage swells, short and long-term 
voltage interruptions, oscillatory transients, 
harmonics, transient impulsive and notches, 
accumulating a total of 880 events. Also, 880 
signals without disturbance (nominal voltage 
signals) were generated. For real signals, 110 
voltage waveforms with disturbances provided 
by the working group of the IEEE (P1159.3) were 
used (IEEE, 2012).

Of the total data set, 70% were used for 
training and 30% for validation. Using this data 
set, 100 different training and validation subsets 
were randomly created (holdout cross-validation 
procedure). They were generated to evaluate 
and compare the performance of the classifiers. 
We used MatLab® software to run the tests. The 
results are the average ± standard deviation.

Pre-Processing

The monitored voltage signals are pre-
processed by a notch filter (Hirano et al., 1974), 
tuned to the fundamental frequency (f0 = 60 Hz). 
This filter has been widely used in the literature 
(Barbosa and Ferreira, 2013; Ferreira et al., 
2015; Ferreira et al., 2013; Marques et al., 2011; 
Ribeiro et al., 2007; Ribeiro and Pereira, 2007) 
for PQ disturbance detection and classification. 
This is an important pre-processing step since 
it removes the fundamental component from 
the monitored voltage signal, which is the 
redundant information present in all types of 
disturbances and also when there are none of 
these disturbances. Thus, the resulting signal 
after filtering, here referred to as e[n], carries 

information acquired in v[n] from harmonics, 
interharmonics, transient, and noise. 

Due mainly to the low computational cost and 
greater selectivity in the frequency of interest, we 
implement the notch filter using a second-order 
Infinite Impulse Response (IIR) filter structure 
(Mitra, 2005), whose Z-transform is given by 
Equation (3).

(3) 
-1 -2

0
-1 2 -2

0 0 0

1+a z +zH z =
1+ρ a z +ρ z

where , so that , and ρ0 is the notch factor (here, ρ0 = 
0.97). The magnitude of the frequency response for 
this filter is shown in Figure 1.

Figure 1: The frequency response of the IIR notch 
filter used (ρ0= 0.97).

Figure 2 shows pre-processed simulated 
signals with and without disturbances. Note 
that when there is no disturbance in the signal, 
the resulting signal comprises only noise (r) as 
formulated in (2).

Feature Extraction and Selection

In order to represent the signals in a reduced 
dimensional space and maximize the separation 
border between classes, five features were 
extracted from e[n], say: both maximum (maxe[n]) 
and minimum (mine[n]) values, average value 
(µe[n]), variance ( 2

[ ]ne ) and energy (Ee[n]). This 
last was computed according to (4), where N is 
the segment size of the monitored signal. This 
results in a considerable dimension reduction, 
considering one cycle of the fundamental 
component. These features were chosen as they 
are easy to be calculated and we noted that they 
represent well the disturbances considered. The 
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formula used for energy calculation is presented 
in Equation (4).

Jc, represent the features that have a better capacity 
to distinguish between classes. The potential 
reduction dimension of Jc is attractive in systems 
that require low computational complexity, as 
proposed here. Furthermore, the use of a reduced 
number of features can lead to simpler classifiers/
detectors with better performance, since the 
features responsible for the intersection between 
classes (or part thereof) can be discarded.

Data Normalization

Before being presented to classifiers, the 
feature vectors extracted from the voltage 
waveform segments were normalized in the 
range [-1,1] according to the Equation (6).

Figure 2: Pre-processed signals (e[n]): (a) signal 
without disturbance, (b) oscillatory transient, (c) 
voltage sag, (d) notch and (e) harmonics.
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Fisher’s discriminant ratio (FDR) has two main 
and different applications: it can be used as a 
classifier and as a feature selection tool (Theodoridis 
and Koutroumbas, 2009) and it is a simple technique 
for revealing the most relevant features from a 
multidimensional data. Equation (5) shows the cost 
function to be minimized in the FDR criterion.

(5)  
  


2

2 2
1 2

1 ,1 2c μ μJ

where Jc = [J1...JLl]T, Ll is the total number of features, 
µ1 and µ2, 

2
1  and 2

2  are the vectors of mean and 
variance of class 1 and class 2, respectively, where 
Class 1 refers to the hypothesis H0 e Class 2 refers to 
the hypothesis H1, as formulated in (2). The symbol ʘ 
refers to the Hadamard product rʘs = [r0s0...rL-1sL-1]

T.

From this, one can understand that the i-th 
feature vector elements, related to higher values of 

(6) 
   

 
    

min
2 1,
max minn

x x
x

x x

where x is the original feature vector and xn is its 
normalized version.

Classifiers

The extracted features feed the classifiers. 
Starting from the most relevant features, new 
features were gradually added to the classifier 
until including the five features. Two different 
classifiers are proposed: a linear solution from 
a Naïve-Bayes classifier (Theodoridis and 
Koutroumbas, 2009), and a non-linear approach 
from a Multilayer Perceptron Neural Network 
(MLP) (Theodoridis and Koutroumbas, 2009).

The MLP network implemented in this work has 
a single hidden layer and one output neuron. The 
number of neurons in the hidden layer was varied 
to determine the best performance. The Resilient 
Propagation (RPROP) algorithm (Riedmiller and 
Braum, 1993) for training and the hyperbolic 
tangent function is the activation function.

RESULTS AND DISCUSSION

For Simulated Signals

Figure 3 shows the relevance of each selected 
feature, according to the FDR criterion from the 
training set, varying the processing window. 
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Except when 16 samples are considered, the 
achieved performance was similar: maximum 
and minimum values presented greater 
discrimination capacity concerning the other 
features. For N = 16 samples, the variance proved 
to be as relevant as these two. In all cases, the 
average value was the feature that contributed 
the least to the separation between classes.   

Tables 1-5 show the performance of the 
proposed detectors for the validation set for each 
window length. Class 1 applies to signals with 
disturbance and Class 2 applies to signals without 

PQ disturbances. The results are presented 
considering feature vectors containing from one 
to five of the proposed features chosen according 
to the FDR for each acquisition window. 

In general, both Naïve-Bayes and MLP classifiers 
achieved good detection results. The Naïve-Bayes 
classifier achieved accuracy rates slightly higher 
than the MLP mainly for N < 64 samples and for 
Class 1, which comprises the disturbance class. 

Figure 4 summarizes the overall efficiency 
for each classifier in terms of N and the number 
of extracted features. Regarding the number of 

Figure 3: FDR for signal segments with N samples: (a) N = 16; (b) N = 32; (c) N = 64; (d) N = 128; (e) N = 256.
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processed samples, the efficiency increases as 
N increases. However, it is worth noting that 
even for N equal to 16 samples (equivalent to 

1/16 of a cycle of the fundamental component), 
performance above 98.0% was obtained by the 
classifiers when four features were used.

Table 5: Detection performance for N = 256 in % - simulated data.

Number of Features
Naïve-Bayes MLP

Class 1 Class 2 Class 1 Class 2
1 - maxe[n] 98.92 ± 1.59 99.87 ± 0.51 98.59 ± 2.03 99.99 ± 0.09

2 - mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 99.62 ± 1.70 100.00 ± 0.00
3 - Ee[n],mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 99.87 ± 0.42 100.00 ± 0.00

4 - 2
[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 99.74 ± 0.64 100.00 ± 0.00

5 - µe[n],
2
[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 99.98 ± 0.13 100.00 ± 0.00

Table 1: Detection performance for N = 16 in % - simulated data.

Number of Features
Naïve-Bayes MLP

Class 1 Class 2 Class 1 Class 2
1 -maxe[n] 82.07 ± 4.39 96.45 ± 2.00 79.64 ± 11.40 95.41 ± 9.97

2 - 2
[ ]ne ,maxe[n] 94.26 ± 2.56 99.98 ± 0.11 86.12 ± 12.08 99.99 ± 0.11

3 - 2
[ ]ne , mine[n],maxe[n] 83.84 ± 8.53 99.99 ± 0.04 90.70 ± 5.01 99.89 ± 0.30

4 - 2
[ ]ne ,Ee[n],mine[n],maxe[n] 99.76 ± 0.86 99.99 ± 0.04 98.77 ± 3.05 99.97 ± 0.14

5 - µe[n], 2
[ ]ne ,Ee[n],mine[n],maxe[n] 95.83 ± 3.47 99.59 ± 0.76 98.43 ± 2.02 99.77 ± 0.78

Table 2: Detection performance for N = 32 in % - simulated data.

Number of Features
Naïve-Bayes MLP

Class 1 Class 2 Class 1 Class 2
1 - maxe[n] 82.74 ± 9.55 99.78 ± 1.03 90.60 ± 6.00 98.59 ± 3.09

2 - mine[n],maxe[n] 97.43 ± 3.48 99.99 ± 0.06 97.36 ± 3.62 99.74 ± 0.95
3 - 2

[ ]ne , mine[n],maxe[n] 99.58 ± 0.68 99.99 ± 0.04 99.25 ± 1.40 99.99 ± 0.06
4 - 2

[ ]ne ,Ee[n],mine[n],maxe[n] 99.78 ± 0.58 100.00 ± 0.00 99.39 ± 1.33 99.94 ± 0.28
5 - µe[n], 2

[ ]ne ,Ee[n],mine[n],maxe[n] 91.86 ± 5.32 100.00 ± 0.00 97.25 ± 3.75 99.85 ± 0.42

Table 3: Detection performance for N = 64 in % - simulated data.

Number of Features
Naïve-Bayes MLP

Class 1 Class 2 Class 1 Class 2
1 - maxe[n] 98.63 ± 2.94 99.21 ± 1.34 98.55 ± 3.01 99.76 ± 0.74

2 - mine[n],maxe[n] 99.97 ± 0.15 99.92 ± 0.29 99.38 ± 2.22 100.00 ± 0.00
3 - Ee[n],mine[n],maxe[n] 100.00 ± 0.03 99.97 ± 0.14 99.34 ± 1.51 99.99 ± 0.04

4 - 2
[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 96.62 ± 3.23 99.83 ± 0.99

5 - µe[n],
2
[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 99.59 ± 0.87 99.99 ± 0.09

Table 4: Detection performance for N = 128 in % - simulated data.

Number of Features
Naïve-Bayes MLP

Class 1 Class 2 Class 1 Class 2
1 - maxe[n] 87.16 ± 4.79 98.28 ± 1.12 87.72 ± 4.26 98.61 ± 1.31

2 - mine[n],maxe[n] 100.00 ± 0.03 100.00 ± 0.03 99.95 ± 0.28 100.00 ± 0.00
3 - Ee[n],mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 99.69 ± 1.04 100.00 ± 0.00

4 - 2
[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 99.97 ± 0.14 100.00 ± 0.00

5 - µe[n],
2
[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 100.00 ± 0.00 99.98 ± 0.11 100.00 ± 0.00
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Regarding the number of features used, 
Figure 4 shows the hit rate tends to increase 
with the number of features increasing.  Overall 
efficiencies greater than 85.0% were obtained by 
both classifiers with only one feature and N = 16 
samples. 

For Real Signals

Table 6 shows the performances of the 
proposed detectors for the real signals. As 
the real signals of the database comprise only 
disturbances, then it is shown the results only 
for Class 1. The overall efficiencies are shown 
in Figure 5.

In general, the Naïve-Bayes classifier achieved 
the best hit rates, showing good generalization 
capability. With only two features, the Naïve-
Bayes classifier achieved hit rates above 97% for 
all window lengths.

Computational Complexity

The computational complexity of the 
proposed detection methods can be estimated 
in terms of the number of mathematical 
operations required to process a measured 
signal, which is shown in Table 7 for each 
step of the proposed method, in terms of the 
number of samples in the processed signal 

Figure 4: Detection performance (average hits ± standard deviation) for simulated signals in terms of both 
the number of features used (from 1 to 5) and length of the processed signal window (N=16-256) for (a) Naïve 
Bayes classifier and (b) Multi-layer Perceptron.

Table 6: Detection performance for real data.

Processing Window Number of Features
Naïve-Bayes MLP

Class 1 Class 1

16

1 -maxe[n] 81.62 ± 1.98 68.36 ± 15.00
2 - 2

[ ]ne ,maxe[n] 97.28 ± 0.09 72.38 ± 14.57
3 - 2

[ ]ne , mine[n],maxe[n] 98.14 ± 0.82 79.53 ± 5.35
4 - 2

[ ]ne ,Ee[n],mine[n],maxe[n] 99.38 ± 0.43 65.15 ± 9.30
5 - µe[n], 2

[ ]ne ,Ee[n],mine[n],maxe[n] 99.65 ± 0.44 83.38 ± 7.37

32

1 - maxe[n] 83.28 ± 4.12 74.34 ± 2.37
2 - mine[n],maxe[n] 100.00 ± 0.00 90.99 ± 4.69

3 - 2
[ ]ne , mine[n],maxe[n] 99.95 ± 0.20 91.96 ± 4.90

4 - 2
[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 84.90 ± 8.79

5 - µe[n], 2
[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 86.71 ± 8.45

Continue...



8

LIMA, R. R. de et al.

THEORETICAL AND APPLIED ENGINEERING - UFLA - LAVRAS - V5 - N3 - 2021 - P. 1-10

Figure 5: Detection performance (average hits ± standard deviation) for real signals in terms of both 
number of features used (from 1 to 5) and length of the processed signal window (N=16-256) for (a) 
Naïve Bayes classifier and (b) Multi-layer Perceptron

Processing Window Number of Features
Naïve-Bayes MLP

Class 1 Class 1

64

1 - maxe[n] 87.28 ± 0.74 80.08 ± 2.71
2 - mine[n],maxe[n] 100.00 ± 0.00 90.30 ± 12.72

3 - Ee[n],mine[n],maxe[n] 100.00 ± 0.00 95.97 ± 3.14
4 - 2

[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 93.24 ± 5.54
5 - µe[n], 2

[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 94.45 ± 4.46

128

1 - maxe[n] 89.59 ± 1.51 87.91 ± 3.41
2 - mine[n],maxe[n] 99.77 ± 0.40 81.25 ± 16.45

3 - Ee[n],mine[n],maxe[n] 100.00 ± 0.00 95.71 ± 5.02
4 - 2

[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 94.04 ± 4.21
5 - µe[n], 2

[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 86.51 ± 12.15

256

1 - maxe[n] 94.45 ± 1.72 91.28 ± 3.65
2 - mine[n],maxe[n] 99.09 ± 0.00 89.61 ± 5.89

3 - Ee[n],mine[n],maxe[n] 100.00 ± 0.00 88.78 ± 8.11
4 - 2

[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 79.24 ± 12.25
5 - µe[n], 2

[ ]ne ,Ee[n],mine[n],maxe[n] 100.00 ± 0.00 82.57 ± 14.51

Table 6: Continuation.

Table 7: Number of operations required by the method
Additions Multiplication Tanh(.)

Preprocessing
Notch Filter 4N 3N -

Normalization 2N N -

Extracted features

µe[n] N-1 1
2
[ ]ne

2N-1 N+2 -
Ee[n] N-1 N

mine[n] - - -
maxe[n] - - -

Classifiers
Naïve-Bayes L2 + 4L – 1 L2 + L + 3 -

MLP nh(L + no + 1) + no nh(L + no) nh + no
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window (N), the number of features used by 
the classifiers (L), and the number of neurons 
in the hidden layer (nh) and the output layer 
(no) of the neural network.  

The computational complexities of the 
proposed methods were computed for 16 
and 256 samples and for the cases with one 
and five features for both classifiers (see 
Table 8).  According to Table 8, the Naïve-
Bayes approach presented a computational 
complexity slightly lower than the MLP. The 
use of monitored signal segments with N = 
16 samples represents a considerable cost 
reduction in comparison with the use of N = 
256 samples.

Pesquisa do Estado de Minas Gerais (FAPEMIG 
-Brazil) and the Fundação de Amparo à Pesquisa 
do Estado do Rio de Janeiro (FAPERJ-Brazil) for 
supporting this work. 
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